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ABSTRACT
Active Shape Models (ASMs) are a popular family of segmentation algorithms which combine local appearance models for boundary detection with a statistical shape model (SSM). They are especially popular in medical imaging due to their ability for fast and accurate segmentation of anatomical structures even in large and noisy 3D images. A well-known limitation of ASMs is that the shape constraints are over-restrictive, because the segmentations are bounded by the Principal Component Analysis (PCA) subspace learned from the training data. To overcome this limitation, we propose a new energy minimization approach which combines an external image energy with an internal shape model energy. Our shape energy uses the Distance From Feature Space (DFFS) concept to allow deviations from the PCA subspace in a theoretically sound and computationally fast way. In contrast to previous approaches, our model does not rely on post-processing with constrained free-form deformation or additional complex local energy models. In addition to the energy minimization approach, we propose a new method for liver detection, a new method for initializing an SSM and an improved k-Nearest Neighbour (kNN)-classifier for boundary detection. Our ASM is evaluated with leave-one-out tests on a data set with 34 tomographic CT scans of the liver and is compared to an ASM with standard shape constraints. The quantitative results of our experiments show that we achieve higher segmentation accuracy with our energy minimization approach than with standard shape constraints.
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1. INTRODUCTION
Active Shape Models (ASMs) have been successfully used for fast and accurate segmentation of anatomic structures in 3D medical images. An ASM uses a statistical shape model (SSM) for constraining the detected organ boundary to 'plausible' shapes, that means shapes similar to those in the model's training data set. However, due to the large variability of anatomic structures and the limited number of available training examples, the SSM can not completely capture all possible variations of an object class. Moreover, pathologies may cause large deviations from the natural organ shape. The standard approach of ASMs for constraining shapes does not account for the limited generalization ability of the SSM. Deformed shapes are constrained by projecting them to the subspace spanned by the principal eigenvectors of the data covariance matrix, and by imposing bounds on the resulting vector. This approach is over-restrictive, because the subspace typically does not contain every possible shape variation of the structure of interest (see also Figure 1).

Several strategies have been proposed to overcome the limitations of the standard ASM algorithm. Many ASM variants refine the segmentations by relaxing shape constraints, thus achieving higher segmentation accuracy than the classical ASM. On the downside, these extensions come at the cost of increased model complexity. For example, Heimann et al. define additional tension and rigidity forces to allow shapes to leave the SSM’s shape space. These additional forces are controlled by several ad-hoc parameters, for which there is no obvious a priori choice. In general, time consuming experiments are necessary to tune these parameters to a specific application.

An alternative and complementary approach for relaxing shape constraints is to artificially increase the size of the training data set. The general idea is to synthesize new training shapes by manipulating and combining existing ones. Koikkalainen et al. have shown that the additional flexibility introduced by these techniques can indeed lead to more accurate segmentation. However, additional models must be designed for synthesizing new shapes, and these models are often based on arbitrary assumptions. Similarly to ASMs with relaxed...
shape constraints, the generation of artificial shapes is steered by ad-hoc parameters, which must be tuned to a particular application. Moreover, a standard SSM learned from an enlarged training set is still restricted to a linear subspace of the original input data space in which the training data lives.

Instead of working in a linear subspace, Cremers et al.\cite{6} constrain shapes by minimizing an energy in the original data space. Their segmentation algorithm balances texture information and shape energy, where the latter term is the Mahalanobis distance to the mean shape. This implies the assumption that the shapes are Gaussian distributed, similar to the original SSM. While this approach can be easily used for 2D image segmentation, the huge dimensionality of 3D SSMs quickly becomes a problem. For a 3D SSM with 2562 landmarks, which is the size we use in our experiments, we would have to work with a matrix with more than 59 million entries during optimization, because the approach of Cremers et al.\cite{6} does not reduce the model’s dimensionality.

In this paper, we propose a new ASM algorithm for 3D medical images. The key contribution is a new shape energy term, which allows to constrain shapes in the original data space, while it uses at the same time Principal Component Analysis (PCA) to reduce the model’s dimensionality. Our approach has the following properties:

1. Shapes can leave the linear subspace spanned by the first principal components, which is not possible in the classical ASM approach\cite{1}.

2. Our shape energy term is based on a solid theoretical foundation. The only assumptions we make is that the shapes are Gaussian distributed. This stands in contrast to hybrid approaches,\cite{2, 3, 4} which introduce additional assumptions and thus increase the model complexity.

3. Our shape energy term does not require additional parameters, whereas hybrid approaches typically rely on ad-hoc parameters.

4. Our model uses PCA to reduce the model’s dimensionality. Thus, energy minimization in the original data space becomes feasible even for high dimensional 3D SSMs.

Our new energy minimization approach is incorporated into an ASM algorithm for liver segmentation. We evaluate it on a set of 34 contrast enhanced CT scans of the liver with leave-one-out tests, and compare it with standard shape constraints. With regard to the ASM algorithm we use for evaluation, we make the following additional contributions:
• We present a new approach for automatic detection of the liver in contrast-enhanced CT images.

• We present a modification of the Iterative Closest Point (ICP) algorithm,\(^7\) which can register an SSM to a point set. The original ICP is only capable of registering a fixed mesh (e.g. the mean shape) to a point set. The modified ICP algorithm is used for automatically initializing pose and shape parameters of the SSM.

• We propose an improvement of kNN-classifier-based appearance models. Our classifier combines oriented features with foreground/background classification. Moreover, the classifier is built using fuzzy class labels, thus accounting for uncertainty at the boundary of the ground-truth segmentation.

2. METHODS

2.1 Statistical Shape Models and Active Shape Model Segmentation

ASM segmentation\(^1\) uses a landmark-based shape representation. Each shape is represented by a shape vector \(x = \{x_1, y_1, z_1, \ldots, x_N, y_N, z_N\} \in \mathbb{R}^{3N}\), that is constructed by concatenating the \(N\) points \(x(j) = \{x_j, y_j, z_j\} \in \mathbb{R}^3\), \(j \in \{1, \ldots, N\}\), which are located on the shape’s boundary. Points on different shapes, but with the same index, correspond to each other. An SSM is built by applying PCA to a set of \(S\) training shape vectors \(x_1, \ldots, x_S\). The PCA yields the eigenvectors \(p_1, \ldots, p_{3N}\) and corresponding eigenvalues \(\lambda_1 \geq \ldots \geq \lambda_{3N}\) of the covariance matrix \(\Sigma = \frac{1}{S-1} \sum_{i=1}^{S} (x_i - \bar{x})(x_i - \bar{x})^T\), where \(\bar{x} = \frac{1}{S} \sum_{i=1}^{S} x_i\) is the mean shape. By discarding eigenvectors with small eigenvalue, the dimensionality of the model can be reduced. In this work, we discard all eigenvalues with index \(i > t\), were \(t = \min\{t' | \sum_{i=t'}^{3N} \lambda_i > 98\%\}\). By \(P = \{p_1 \ldots p_t\}\) we denote the \(3N \times t\)-matrix of the retained eigenvectors.

The ASM segmentation algorithm starts with placing the mean shape of the SSM into the image. In an iterative procedure, landmarks are displaced in the matching step to image features in their vicinity, which results in a deformed shape \(\hat{x}\). The quality of image features is assessed by a local appearance model. The deformed shape \(\hat{x}\) is then constrained to a shape which is ‘plausible’ with respect to the learned SSM. The standard approach is to project \(\hat{x}\) to the subspace \(F\) spanned by the principal axes using the equation \(b = P^T(\hat{x} - \bar{x})\). Then, for each \(i\), the \(i\)-th component of the subspace vector \(b \in \mathbb{R}^t\) is clamped to the interval \([-3\sqrt{\lambda_i}, 3\sqrt{\lambda_i}]\).

From \(b\), a plausible shape \(x\) is computed using the formula \(x = \hat{x} + Pb\).

2.2 Constraining Shapes with Energy Minimization

We propose to constrain deformed shapes during ASM segmentation with an energy minimization approach. After each matching step of the ASM algorithm, the new plausible shape \(x^*\) is determined by minimizing the energy function

\[
E(x) = E_{\text{image}}(x) + E_{\text{shape}}(x).
\]  
(1)

Analogous to various other approaches in image segmentation, our energy function consists of an external energy \(E_{\text{image}}(x)\) that draws the contour of the model towards the optimal image features found during matching, and an internal energy \(E_{\text{shape}}(x)\) that penalizes deviations from the shape model.

2.2.1 Shape Energy

If we assume – as we do in the classical shape model – that the shapes are multivariate normally distributed, then a suitable choice for the \(E_{\text{shape}}(x)\) would be the negative log-likelihood of the probability distribution

\[
\Pr(x) = \frac{1}{(2\pi)^{S/2} |\Sigma|^{1/2}} \exp \left( -\frac{1}{2} (x - \bar{x})^T \Sigma^{-1} (x - \bar{x}) \right)
\]

where mean \(\bar{x}\) and covariance matrix \(\Sigma\) are estimated from the data. However, two practical considerations must be taken into account: Firstly, the dimension \(3N\) is typically in the order of several thousands. Handling a squared matrix of this size would slow down the optimization time considerably. Secondly, since we typically have far less training examples than dimensions, i.e. \(S \ll 3N\), the estimated covariance matrix is singular, because the rank of \(\Sigma\) can not exceed \(S - 1\).
We therefore propose to work with the much smaller matrix $P$ of retained eigenvectors of $\Sigma$, as in the classical shape model, but without restricting the model to the linear subspace $F \subset \mathbb{R}^{3N}$ spanned by these eigenvectors. We adopt the idea of penalizing the Distance From Feature Space (DFFS), which was proposed by Moghaddam and Pentland. The DFFS is simply the cost of the projection of a vector $x$ to $F$, i.e. $||r||^2 = ||x - (\bar{x} + Pb)||^2 = ||x - \bar{x}||^2 - ||b||^2$, where $r$ denotes the residual vector of the projection. Note that $||r||^2$ can be completely expressed in terms of $x$, $\bar{x}$ and $P$. Moghaddam and Pentland propose to use the DFFS in order to approximate the probability function $Pr(x)$ with the product of two marginal and independent Gaussians:

$$Pr(x) = Pr_F(x) \cdot Pr_{F^\perp}(x) = \left[ \frac{1}{(2\pi)^{\frac{N}{2}}} \prod_{i=1}^{\lambda_{i}} \lambda_{i}^{\frac{1}{2}} \exp \left( -\frac{1}{2} \sum_{i=1}^{t} \frac{b_i^2}{\lambda_i} \right) \right] \cdot \left[ \frac{1}{(2\pi)^{\frac{N}{2}}} \exp \left( -\frac{1}{2\rho} \sum_{i=t+1}^{3N} r_i^2 \right) \right]. \tag{3}$$

Here, $F^\perp$ denotes the orthogonal complement of $F$. The parameter $\rho$ controls how strong the DFFS is penalized. It can be shown that $\rho^* = \frac{1}{3N-t} \sum_{i=t+1}^{3N} \lambda_i$ is the optimal choice for this parameter with respect to the Kullback-Leibler divergence $J(\rho) = E \left[ \log \frac{Pr(x)}{Pr(x)} \right]$. For the shape energy, we therefore use the negative log-likelihood (up to a constant term) of $Pr(x)$:

$$E_{\text{shape}}(x) = \frac{1}{2} \sum_{i=1}^{t} \frac{b_i^2}{\lambda_i} + \frac{1}{2\rho} ||r||^2. \tag{4}$$

In contrast to Cremers et al., we reduce the model’s dimensionality by discarding eigenvectors with small eigenvalue. A smaller dimensionality has the advantage that we need less time for optimization and save memory. Moreover, eigenmodes with small eigenvalue may not be genuine shape variations, but noise. Sources of noise can be, for example, inaccuracy of manual expert segmentations, or the process that computes training shape vectors from these segmentations.

### 2.2.2 Image Energy

The image energy is used to penalize deviations from the deformed shape $\hat{x}$. We use

$$E_{\text{image}}(x) = \sum_{i=1}^{N} \frac{||x(i) - \hat{x}(i)||^2}{2\sigma_i^2}. \tag{5}$$

The parameters $\sigma_i$ are chosen in dependence of the weights $w_i \in [0, 1]$ of the texture feature, which were determined by the local appearance model (see section 2.4). The idea is to allow greater deviation (higher $\sigma_i$) from the proposed landmark position if $w_i$ is small. Similar to Heimann et al., we select the texture features that define the external energy with the graph theoretical optimal surface detection algorithm. This removes outlying texture features and leads to a smoother deformed shape $\hat{x}$.

### 2.2.3 Optimization

The domain of the energy function $E(x)$ is the space $\mathbb{R}^{3N}$ (in our case $3N = 7686$). In order to avoid long optimization times, we must choose an optimizer which runs quickly even in such a high dimensional input space. We therefore selected the limited memory Broyden-Fletcher-Goldfarb-Shannon method (L-BFGS), which performs well in our experiments (see section 4). We use the implementation of the L-BFGS method in the vxl library (http://vxl.sourceforge.net/). Note that the gradient $\nabla E(x)$ of the energy function, which is required by the L-BFGS method, can be computed analytically.

### 2.3 Automatic Shape Model Initialization

Like all ASM algorithms, our algorithm is a local search algorithm. This means that a good initial placement of the model into the image is necessary for automatic segmentation. Since we evaluate our algorithm on a set of contrast enhanced CT scans of the liver, we need to detect the liver in the image in order to determine the initial model position. For liver detection, we developed an algorithm which combines ideas from Kainmüller et al. and Ruskó et al. After this liver detection phase, we register our SSM with points on the liver contour using...
a new modified version of the ICP algorithm, which does not only estimate pose parameters, but also shape parameters. While the detection is tailored to the application of liver segmentation, the registration is a general method for placing a 3D SSM into an image.

We start with estimating the intensity range of the liver tissue. First, we fit a Gaussian mixture model to the image histogram, restricted to the interval of \([-50, 300]\) HU. We select the highest peak in the mixture model with HU value \(> 80\) to be the liver tissue, which is characterized by its mean \(\mu_l\) and standard deviation \(\sigma_l\). We use thresholding in order to map all voxels within the interval \([\mu_l - 2\sigma, \mu_l + 2\sigma]\) to 1 and all other voxels to 0. We reduce the noise in this binary feature image with a pipeline of image filters, which includes morphological filters like opening and hole filling as well as a connected component analysis filter. We then estimate the liver’s bounding box from the feature image by searching for the subimage with the most voxels that are 1, because the liver is the largest organ. The size of this subimage can be estimated from the known liver bounding boxes in the training data.

In the next step, we identify voxels that lie on the liver boundary. We apply a contour filter to the binary feature image and a gradient magnitude filter followed by a thresholding to the original image. These two binary images are then combined with an AND operation. The complete filter pipeline is illustrated in Figure 2. From the image computed by this pipeline, we sample a subset of 8000 voxels in order to build a point set \(M\), and then register the SSM to these points using an extended version of the ICP algorithm. The classical ICP algorithm rigidly registers a point set \(V = \{v_1, \ldots, v_L\}\) with another point set \(M = \{m_1, \ldots, m_K\}\). In each iteration \(i\) of the classical approach, a correspondence function \(C_i : V \rightarrow M\) between points from \(V\) and \(M\) is estimated, which is defined by the formula \(C_i(v) = \arg\min_{m \in M}\| (R_i v + t_i) - m \|\). Here, \(R_i\) and \(t_i\) denote the estimates of the rotation matrix and translation vector in iteration \(i\). On the basis of \(C_i\), the updated estimates \(R_{i+1}\) and \(t_{i+1}\) are derived using the method of Horn.

Our extension of the ICP algorithm registers a complete SSM with \(M\), instead of a static point set. In this algorithm, a vector \(x^i\) represents the point set \(V\), which means that we have \(v_j = x^i(j)\) in iteration \(i\). We initialize \(x^1\) with the mean shape \(\bar{x}\). In each iteration \(i\), after we estimated the new pose parameters \(R_i\) and \(t_i\), we deform \(x^i\) to \(\hat{x}^i\) using the function \(C_i\). We use the pose parameters to project the deformed vector \(\hat{x}^i\) into the shape model’s coordinate system, where we constrain it to a plausible shape using the formula \(x^{i+1} = \bar{x} + P(P^T(\hat{x}^i - \bar{x}))\). This plausible shape is then reprojected to world space coordinates, and the next iteration begins. In contrast to the classical ICP algorithm, we also estimate a scale factor using Horn’s method. By using a k-d-tree to determine \(C_i\) in each iteration, the described algorithm is very efficient.

![Figure 2](image_url)  
**Figure 2.** A pipeline of image filters is applied to the original image (leftmost image) in order to find an approximate liver boundary (rightmost image). From the resulting image, we sample a subset of voxels, and register the SSM against this point set in order to initialize the ASM algorithm.
The ICP algorithm must be initialized with pose parameters $s^1, R^1, t^1$ for the first iteration. Estimates of the scale factor $s^1$ and the translation $t^1$ are derived from the detected liver bounding box. Since the orientation of the liver is similar in most images due to the CT acquisition protocol, taking $R^1$ to be the identity matrix usually performs well. This is because the identity matrix corresponds to the ‘mean’ liver pose of the training data. However, like the original ICP algorithm, our modified ICP algorithm can get trapped in local optima. Therefore, we additionally increase the robustness by running the algorithm 15 times, using three different scaling factors and five different rotation matrices. The rotation matrices we use describe rotations around the y-axis by no more than 45°. Each of the 15 registration results is a possible candidate for the initial liver shape. We choose the candidate which minimizes

$$ f(x) = \sum_{i=1}^{N} \|x(i) - C(x(i))\|^2 + \sum_{i=1}^{t} b_i(x)^2 $$

where $x$ is a shape with $N$ points $x(1), \ldots, x(N)$, $C(x)$ is the final correspondence relation between $V$ and $M$, and $b(x)$ are the shape parameters of $x$. Note that the first term measures how good $x$ fits to $M$, whereas the second term measures the likelihood of the shape.

### 2.4 Local Appearance Models

We use kNN-classifiers to detect the organ boundaries. kNN-classifiers were first applied to ASMs by van Ginneken et al. In the original work, image features are sampled in a rectangular grid around each landmark and then labeled with the class labels *background* and *foreground*. In contrast to classical Gaussian intensity profiles, the features are not oriented along the surface normal. During segmentation, several features are sampled on a profile in the direction of the surface normal and then classified with a kNN-classifier learned during training. The landmark position is moved to the position on the profile which best separates between foreground and background.

Weimann et al. later adopted the idea of kNN-classifiers, but in contrast to van Ginneken et al., they use features oriented along the surface normal. Moreover, they classify features in *boundary* and *non-boundary* features, instead of distinguishing between foreground and background.

In our opinion, oriented features are more meaningful, but the classes foreground and background are easier separable than boundary and non-boundary. Therefore, we use oriented features, but foreground and background as class labels. Additionally, we propose to use fuzzy class labels, because it is difficult to classify features close to the surface boundary. During training, we sample for each landmark a set of image features by placing a profile at the landmark position and shifting it inside and outside the object. The profile is oriented along the surface normal. Each sampled feature consists of three intensity values. The coordinates of a feature’s center are mapped to the reference segmentation in order to determine the class label. Because we use linear interpolation to read the value on the reference segmentation image, we get fuzzy class labels on points close to the surface boundary.

During segmentation, we consider profiles $y = (y_{-k}, \ldots, y_k)$ of length $(2k+1)$, where the $y_i \in \mathbb{R}^3$ are points on the profile. The index of these points runs from the inside to the outside of the segmentation boundary. For each point $y_i$ on the profile, an image feature is sampled. We compute the probability $c(y_i) \in [0, 1]$ that the point $y_i$ is a foreground point, i.e. that it is inside the object, using the kNN-classifier. The fitness of the profile is then $f(y) = 1.0 - |0.5 - c(y_0)| + \sum_{i=-k}^{k} c(y_i) + \sum_{i=1}^{k} (1 - c(y_i))$. The equation follows the formula of van Ginneken et al., with the exception of the first term, which rewards indecisiveness of the classifier at the boundary between foreground and background. The displaced landmark is set to the point $y_0^*$ of the profile $y^*$ which minimizes $f(y)$. To determine landmark weights $w_i$ for $E_{image}(x)$, we normalize the fitness values sampled along a single landmark such that they sum up to 1, and use the normalized fitness of the winner profile as weight.

We apply our appearance model to contrast enhanced CT scans of the liver. Because of the contrast agent, the liver tissue is not always in the same HU interval in different images. This can degrade our appearance model, because it uses intensity based image features. We therefore normalize the image features by subtracting the mean liver intensity. For the training data, we can use the true mean liver intensity, and during segmentation, we use the approximated mean liver intensity which we estimated for liver detection (see section 2.3).
3. EXPERIMENTS

Our evaluation has two goals: Firstly, we want to compare our new energy minimization approach against standard shape constraints, which are still being used in many ASM algorithms. Secondly, we want to investigate the influence of the only free parameter, $\beta$, which influences the force of the texture energy.

We use a set of 34 contrast enhanced CT scans of the liver for our tests. The spacing of the data sets ranges from 0.55 to 0.8 mm in x– and y–direction, whereas the slice thickness ranges from 1 to 5 mm. For each data set, a reference segmentation is given. From these reference segmentations, meshes were extracted and correspondence was established using an automatic algorithm, resulting in training shapes with 2562 landmarks each. The landmark positions were used to extract training image features from each image for the kNN-classifier.

We evaluate our ASM with energy minimization in leave-one-out tests, i.e. for segmenting the $i$-th data set, both shape and appearance model are trained without using any data from the $i$-th shape or image. As a preprocessing step, the CT scans are smoothed with an anisotropic diffusion filter. Our algorithm uses a multiscale approach: We compute an image pyramid with three different scales. The algorithm executes ten iterations on the coarsest scale, ten iterations on the second scale and finally 20 iterations on the finest scale, which corresponds to the preprocessed original image. We evaluated the influence of $\beta$ by experimenting with different values. Finally, we repeated our tests with an ASM with the same configuration, but with standard shape constraints.

For assessing segmentation quality, we computed the measures Volumetric Overlap Error (VOE), Average Symmetric Surface Distance (ASD), Root Mean Square Symmetric Surface Distance (RMS) and Maximum Symmetric Surface Distance (MD). Detailed descriptions of these measures can be found in the evaluation study by Heimann et al..

4. RESULTS

The quantitative results of our experiments are shown in Table 1. One can see that our new approach significantly reduces the VOE, ASD and RMS of the obtained segmentations to the ground truth in comparison to ASM segmentation with standard shape constraints. This result is also illustrated in Figure 1, which shows qualitative segmentation results on one of our test images.

On the first sight, the influence of the texture energy parameter $\beta$ may appear small, because the average segmentation accuracy is roughly the same. However, when we compared individual results, we observed a strong effect of $\beta$: On some images the difference between the ASDs of the segmentations is larger than one millimeter. In general, we can see in Table 1 that the standard deviation of the results is smaller for small values of $\beta$. Moreover, we can observe that the boundary of the segmentation becomes less smooth when high values for $\beta$...
Table 1. Left: Segmentation results of our ASM with different parameter values for $\beta$, as well as results obtained with the original ASM with default shape constraints. The numbers show average results ± standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>VOE [%]</th>
<th>ASD [mm]</th>
<th>RMS [mm]</th>
<th>MD [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our ASM, $\beta = 4$</td>
<td>11.3 ± 4.7</td>
<td>2.1 ± 1.3</td>
<td>4.0 ± 2.3</td>
<td>28.3 ± 13.9</td>
</tr>
<tr>
<td>Our ASM, $\beta = 5$</td>
<td>11.1 ± 4.3</td>
<td>2.1 ± 1.2</td>
<td>4.1 ± 2.3</td>
<td>29.1 ± 13.9</td>
</tr>
<tr>
<td>Our ASM, $\beta = 6$</td>
<td>11.1 ± 4.8</td>
<td>2.1 ± 1.4</td>
<td>4.1 ± 2.7</td>
<td>29.4 ± 15.7</td>
</tr>
<tr>
<td>Original ASM</td>
<td>14.6 ± 4</td>
<td>2.7 ± 1.1</td>
<td>4.6 ± 2.1</td>
<td>29.3 ± 12.8</td>
</tr>
</tbody>
</table>

are used. This is illustrated in Figure 3, which compares the segmentations of one image obtained with different texture energies.

Our algorithm requires between three to five minutes to segment a liver scan. Especially preprocessing and liver detection is highly dependent on the image size. The anisotropic diffusion filter needs between 20 seconds to two minutes for smoothing the image. The initialization requires between ten seconds to one minute. The running time of the ASM algorithms themselves is almost constant. The standard ASM runs approximately 90 seconds, and our new ASM with energy minimization approximately 100 seconds.

5. DISCUSSION

We presented a new energy minimization approach for constraining shapes in ASM segmentation. Furthermore, we incorporated several novel ideas in the segmentation algorithm we used during algorithm. In particular, we proposed an approach for detecting the liver and an initialization method for the SSM with a modified ICP algorithm. Moreover, we employ a kNN-classifier based appearance model with fuzzy class labels.

We evaluated our method for constraining shapes on a set of 34 liver CT scans and compared it with standard shape constraints. In our experiments, we could observe that our method decreases the VOE, RMS and ASD significantly, while the MD remains approximately the same. We think that the reason for the better RMS and ASD errors is that our internal energy allows points to deviate from the learned PCA subspace, such that they can move closer to the surface boundary detected by the appearance model. Our current approach has a single parameter which controls the force of the external energy. Our experiments show that on some images, a higher texture energy pays off, whereas on others, it decreases the segmentation accuracy. Our interpretation of this is that a high texture energy tends to lead to higher delineation accuracy whenever the appearance model finds the true boundary. On the downside, whenever the appearance model does not detect the true boundary, a high texture energy leads to segmentation results that are not smooth, because the texture energy overrules the shape energy.

Some related SSM-based approaches for liver segmentation in contrast enhanced CT images report slightly better average segmentation results. One explanation for this might be that most of these approaches use a larger training data base. While adding more training data is one possible way to improve the accuracy, we still see large potential for further improvement of our method itself:

- Our evaluation shows that balancing image and model energy is crucial for our approach. In this paper, we focused mainly on the shape energy and used a relatively simple texture energy term. We are convinced that a more sophisticated texture energy term is a key for getting more accurate segmentations.

- Our shape energy has the appeal of being completely parameter free. However, our experiments showed that high texture energy can lead to segmentation results that are not smooth. Therefore, it can be beneficial to add a regularization term to the shape energy which enforces smooth segmentations. This can additionally prevent folding of triangles, which can potentially occur in the original SSM. Moreover, adding a regularization constant to the covariance matrix can be used to avoid over-fitting, which is typically a problem in case of small training data sets.

- By replacing the linear shape energy term by a nonlinear energy, for example based on kernel PCA, it may become possible to build SSMs for shape classes for which the assumption of Gaussian distributed shapes does not produce satisfactory results.
The major advantage of our new ASM algorithm over hybrid approaches is that we use a purely statistically motivated and theoretically sound SSM. It supports optimizing the shapes in the original data space instead of working in a linear subspace, and thus allows the segmentations to leave the SSM’s PCA subspace. Many other approaches achieve the latter only through a post-processing operation, which requires additional model assumptions and introduces additional parameters such as tension and rigidity forces. Because we can still use dimensionality reduction, optimization in the original space can be done efficiently even for large 3D SSMs. Although we evaluated our algorithm on CT scans of the liver, the method is general and can be used for segmenting other organs as well. Our model is a natural extension of the original SSM, which can be easily integrated in every SSM-based segmentation system.
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