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1 Introduction

Volumetric data plays an important role in numerous applications such as in medical representation of CT and MRI scans and high quality rendering of surfaces. Also, signed distance fields in three dimensions, which are a preprocessing result of volumetric data computation, are used for animation of complex shapes (such as hair [1], clothing [2] or fire [3]), collision detection [4, 5], (re)construction of models [6, 7], creation of image/volume skeletons [8, 9, 10, 11, 12], morphing [13, 14] and for various other techniques, e.g. the popular set level method is initialized by a signed distance field.

Since triangle meshes are a common, widespread representation for geometric objects, the need for converting these meshes to volumetric data arises. This process is called voxelization, and this document deals with the calculation of signed distance fields and volumetric data from meshes. Further a free and open source application is presented which allows the production of volumetric data from triangle meshes in user-defined resolution and precision.

The document is organized as follows: In section 2 the representation of meshes along with some quality characteristics is described. Meshes need to obey some requirements for the generation of volumetric data, which are discussed.

Section 3 specifies the properties of a volume data set and names a few visualization techniques for volumetric data.

In order to generate volumetric data, a signed distance field, or SDF for short, needs to be created. A SDF contains shortest signed distances at discrete points in space to a solid,
evaluated with the signed distance function, which is described in section 4. Implementation details of how the signed distance function is evaluated in practice are presented.

Obviously, naive calculation of SDFs takes considerably much time, which makes the method infeasible in practice for high quality resolutions. Apart from the naive Brute Force method other techniques with much better runtime have been developed and are introduced in section 5. These techniques include hierarchical approaches, exploits of mesh characteristics and distance transforms.
2 Triangle meshes

This section gives a description of triangle meshes, the formats in which they exist, how they can be read from and written to file, and how they can be stored inside a computer program (section 2.1). This section also describes the idea behind high-quality triangle meshes with consideration to precision and mesh size.

For the sake of volume data generation the mesh needs to fulfill some requirements. If a model does not meet these requirements, the voxelization may lead to unexpected results, mainly because voxels are wrongly classified. This is discussed in section 2.3.

2.1 Representation of meshes

Triangle meshes exist in various formats both inside a file for permanent storage and inside a computer program. Typical file formats are the easy OFF model format or the PLY format from the Stanford Graphics Laboratory, which is quite similar to the OFF model format. These simple types of model formats only capture the most essential information of a mesh: Vertices (points in space) and the connectivity of these vertices in terms of triangles. Even though other primitives like quadrangles, or generally $n$-sided polygons are allowed, triangles are the most pleasant ones because at most three points are guaranteed to lie exactly on one plane (triangles are always planar, quadrangles or higher order polygons may be not). For efficiency and uniformity all polygons are typically converted to triangles by inserting new edges, which is always possible as long as the polygon is concave.

There are also various other, much more sophisticated model formats that can capture more information than just the model surface, for example normals, texture coordinates, material properties and animations. Examples of such model formats are ID Software's MDL (Quake), MD2 (Quake 2), MD3 (Quake 3) and MD5 (Doom 3, Quake 4) that mainly aims towards games. MA and MB are Maya formats, Maya ASCII and Maya Binary respectively. Other formats of commercial modeling and rendering software exist like LWO (Lightwave) and ASE (3D Studio Max).

Since OFF models are simple and cover all required features, only OFF models are explained in more detail. Other model formats are out of scope of this document.

Every OFF model file starts with a simple file format descriptor, a line with the string OFF. The next line contains whitespace separated integers (in ASCII) with the number of vertices $V$, the number of faces $F$ and the number of edges $E$ (which is rarely used and often just set to zero). The list of vertices follows, one vertex (three floating point values) per line, and the list of faces affiliates. Every face contains the number of vertices $n$ and $n$ vertex index values. Figure 2 contains a simple OFF model, a three dimensional triangle, which contains both triangles and quadrangles. The quadrangles are converted to triangles in the picture.

One common representation of meshes inside a computer program does not significantly differ from the representation inside a file: A list of vertices is maintained, each element
consists of three floating point values. For each vertex a normal is calculated and stored in another list. This is required for smooth shading of the mesh. A third list contains the connectivity of the vertices, forming triangles by specifying index values to the vertices. For each face a normal is also calculated, these normals are stored in a forth list.

This structure can be built easily while parsing the OFF file. At first the list of vertices is created and the list of vertex normals is initialized with zero vectors. Then the list of face indices is build. For every face the normal is calculated and assigned to the list of face normals. Additionally the face normal is added up to the corresponding three vertex normals using the index values. After reading all faces, the vertex normals need to be normalized in a separate pass.

This slim and easy organization of vertices, faces and their normals is good for rendering as well as for reading and writing OFF files, but there are other aspects that cannot easily be accomplished with such an organization. For example there is no easy iteration over edges in the model. Apart from this simple organization there are a lot of other structures for storing model information with different advantages and disadvantages.

Most alternative representations are based on the description of edges. This is because several algorithms are based on edges, e.g. removal of edges (edge collapse) for mesh simplification or creation of edges for subdivision techniques. These algorithms need to use different representations to perform queries on the mesh in an efficient way. Favorite representations are winged edge, half edge, directed edge or quad edge \cite{15, 16, 17}, just to name a few. The main drawbacks of these representations are the memory overhead and the inability to store arbitrary meshes. For example most of the representations cannot store non-2-manifold meshes without modification. Moreover efficient rendering with these representations might not be possible.

The creation of volumetric data mainly requires iteration over all faces, sometimes edge
2.2 Quality of meshes

normals need to be queried. Thus the simple linear representation of meshes is a good choice.

2.2 Quality of meshes

Since meshes are quite difficult to create without computational aid, most of the meshes are created either using computer programs for interactive modeling or 3D scanning techniques for real world objects which survey discrete points on the object’s surface. The former method has its difficulties in the modeling process while the latter is very time consuming and typically results in an enormous amount of data (point clouds), which needs to be transformed to a triangle mesh, often only with semi-automatic tools. Also, these triangle meshes suffer from various artifacts (drop ins) that have been recorded during the scanning process. Figure 3 shows a few artifacts of the Stanford Dragon.

![Figure 3: Artifacts of the Dragon: Mouth (left) and leg (right)](image)

The quality of a model can hardly be captured into units. If a triangle mesh is constructed from a point cloud that has been created using a real world object, the divergence to the real world object is a quality factor. Drop ins, or noise, adulterate the quality and point clouds are typically smoothed to reduce the noise (which, on the other hand, reduces quality of sharp corners and edges). [18] discusses how to determine the errors that may occur.

The amount of triangles also gives a clue about the quality of the model but adversarial triangulation can also lead to ill-favoured meshes. A good triangulation of a model cares about local properties such as the curvature of the model. Nearly planar regions of the model can be captured using relatively few triangles, while uneven regions with high curvature need to be approximated with more triangles. Consider figure 4 which shows how triangulation should be changed in regions with high curvature.
Another factor of quality is the shape of the triangles. Triangles which are nearly equilateral deliver the best visual results, while triangles with acute angles deliver worse results and can lead to numeric instabilities in algorithms. Equilateral triangles deliver best ratio between circumference and surface, thus less triangles are needed in order to cover the models surface completely. Also, a mesh of equilateral triangles implies vertices with a degree of six, which means that each vertex is shared with exactly six triangles. This produces the most attractive results as opposed to degrees smaller or greater than six.

For already existing model files or point clouds some high quality automatic remeshing techniques have been developed, which can be used to decrease the amount of triangles without drastically reducing the precision of a mesh. Figure 5 shows a mesh with its original triangulation and a remeshed version using a tool that has recently been developed in Darmstadt University of Technology.

\footnote{\url{http://sourceforge.net/projects/cloudmesh/}}
2.3 Requirements on the mesh

If volume data needs to be created from triangle meshes, it is important that space is divided into an interior (everything that is inside the mesh), an exterior (everything outside the mesh) and the mesh surface itself. If the mesh partitions space in that way, we talk about closed, orientable manifolds. For these meshes it is required that the following conditions hold:

- The mesh does not contain any self-intersections and triangles may only share edges and vertices.
- Every edge must be adjacent to exactly two triangles.
- Triangles incident on a vertex must form a single cycle around that vertex.

These conditions are important in order to correctly determine the sign of a voxel within the SDF. The sign indicates whether the voxel is inside or outside the mesh and leads to the so-called voxel classification.

Unfortunately, the unpleasant truth is that most of the triangle meshes have invalid triangulation for voxelization and do not meet the above requirements. Lots of meshes (especially those that are created from real-world objects) have small holes, self-intersections or borders (which are basically bigger holes). On the other hand violations of the requirements may not necessarily introduce noticeable errors in the calculation of the signed distance field. But if errors are noticeable they typically spring from the classification of a voxel. The result of the classification also depends on the strategy that is used to classify voxels. These strategies are discussed in section 4.3.

If invalid triangulation of a mesh becomes an issue and errors are visible in the resulting volumetric data, the mesh needs to be fixed. The mesh can either be inspected by some model editing software or can be remeshed, also in order to reduce the amount of triangles and speed up the voxelization process. Note that the resulting remeshed model is not necessarily valid for voxelization. If the mesh already has high quality triangulation or relatively few triangles, remeshing is rarely an option and manual editing is necessary. Luckily the editing process is mainly aimed towards filling holes (which can also be tricky and one should be careful to not create new self-intersections). Already existing self-intersections can be fixed by deleting the involved triangles (and maybe also a small region around) and fill the resulting hole. Zero surface triangles need to be deleted in every case because they may cause undefined behavior in computer programs if they are not explicitly detected.

MeshLab\(^2\) is a free, small and helpful program for simple mesh inspection and manipulation.

\(^2\)http://meshlab.sourceforge.net
3 Volume data

Volumes are the counterpart for pictures in three dimensions. Just like a picture contains pixels (a short from of picture element), a volume contains voxels, or volume elements. A single pixel in a picture typically encodes a color value, for example in RGB, RGBA, or an indexed color. Voxels however do not encode color values. It depends on the application how voxels are interpreted, but in general a voxel encodes a density value. For example a solid real-world object can be represented with two different density values. One for the background (the air around that object) and a denser one for the object itself. The technical details are discussed in section 3.1.

Pictures are made for direct visualization on screen. Volumes however cannot be displayed directly like pictures, they need to be transformed to 2D space first. This can be done using various techniques referred to as volume visualization. Some of these techniques are described in section 3.2.

3.1 Properties of volume data

Volumetric data consist of voxels in three dimensions. One essential information is the amount of voxels along each dimension. Secondly, the distance between two voxels along each dimension is important for unbiased visualization. This property is not present for 2D pictures, because two neighboring pixels (in a 4-neighborhood $N_4$) are equidistant. Thirdly, the data type of the voxels needs to be known.

- Dimension of the volume: $n_x, n_y, n_z \in \mathbb{N} \setminus \{0, 1\}$
- Distance of neighboring voxels: $d_x, d_y, d_z \in \mathbb{R}^+ \setminus \{0\}$
- Data type: $t \in \{\text{UCHAR, USHORT, FLOAT}\}$

The uncompressed size of a volume data set is sizeof($t$) \cdot $n_x \cdot n_y \cdot n_z$.

Volumes are typically stored in RAW files. The format of a RAW file is simple: All density values are stored one after another, starting with $(x, y, z) = (0, 0, 0)$, $(x, y, z) = (1, 0, 0)$, and so on. For a given dimension $n_x, n_y, n_z$, a loop that reads all values from a data source $ds$ into a three dimensional array $data$ may look like this:

\[
\text{for (z = 0; z < n_z; ++z)} \\
\quad \text{for (y = 0; y < n_y; ++y)} \\
\quad \quad \text{for (x = 0; x < n_x; ++x)} \\
\quad \quad \quad data[z, y, x] = ds.next
\]

Unfortunately RAW files do not contain any header information, which means that all mentioned properties above need to be provided along with the RAW file. For this purpose I propose a simple header file for RAW data that is easy to parse and to extend. Since the header information is separated from the RAW file, all existing applications based on headerless RAW files are unaffected.
The syntax of the header file is basically in INI format, all relevant properties of the volume are specified under the `raw` section. Extensibility is simply given through sections with names different from `raw`. The `#`-sign is used as line comment indicator.

```ini
[raw]
# The filename that contains the data
data = <RAW filename>
# Data type for the voxels
type = <UCHAR | USHORT | FLOAT>
# Number of voxels along X, Y and Z
dimension = <nx> <ny> <nz>
# Distance ratio between voxels along X, Y and Z
ratio = <dx> <dy> <dz>
```

Imaginary extensions would be a `compression` section which indicates that compression is used and specifies the algorithm to decode the data, or a `meta` section that contains meta information about the generation of the data. Important sections that contain essential information could be marked as critical with an exclamation mark ("!") as first character of the section name, and if a client does not understand a critical extension, read should fail. An example would be the `!compression` section. A header file could look like that:

```ini
[raw]
data = aneurism.raw.bz2
type = UCHAR
dimension = 256 256 256
ratio = 1.0 1.0 1.0

[meta]
ripped_from = http://volvis.org

[!compression]
algorith = bzip2
```

### 3.2 Visualization of volume data

Visualization of volume data is often interactive and in real time — OpenGL or Direct3D is used for this task. There are various methods and papers out there that aim to produce high quality, interactive images [21][24]. The existing methods can roughly be divided into direct volume visualization and ISO surfacing.

The simplest type of direct volume visualization is to draw a point in space for each voxel with its density as alpha value for that point, but only if a specified ISO value is lower or equal to the density value. In spite of the simplicity of this approach, the results are relatively good, and performance is outstanding. Of course, visual quality of the result does not scale well, lighting and shading techniques are not possible.
One common approach is to generate an ISO surface triangulation of the volume using the marching cubes algorithm [19]. The resulting triangle mesh is then displayed. The marching cubes algorithm is easy to implement on the one hand, but on the other hand the generated triangulation typically contains a lot of small, misshaped triangles. Sharp features of the object are not captured unless the original algorithm is modified (see figure 6 for an example). Such a modification was made in the feature sensitive marching cubes algorithm [20].

Figure 6: Original box model (left) and the MC triangulation (right)

The general problem with triangulations is that there is no good control of level of detail (or LOD). In other words, triangles far away from the viewer may be smaller than a single pixel of the screen, and nearby triangles are not small enough to be a good approximation of the real surface. This problem can be solved with techniques that are not based on triangulations.

Figure 7: Texture slices concept (left) and visualization using texture slices (right)

Another common approach to visualize volumetric data is to use a stack of 2D textures or texture slices. For example for each $xy$-plane in the volume a texture is generated with the ISO surface contour on it. The rest of the texture remains transparent, so a viewer can see the whole ISO surface in the stack of 2D textures. This can also be implemented with OpenGL 3D textures. From experience this leads to good results with sparse data sets, e.g.
for medical data of veins. But for big, solid, volumetric objects that have been generated from triangle meshes, this approach gives poor results. Additionally this approach is slow for big data sets. If the camera looks along the $x$- or $y$-plane, one can see the different texture slices. To avoid this, the texture slices need to be realigned if the camera moves.

A more sophisticated approach is to use ray casting to visualize the volume. For each pixel on the viewport, a ray is cast into the scene. If the ISO surface is intersected by the ray, a color for that pixel is calculated using the point of intersection. Typically octrees are used to speed up rendering. Ray casting enables a wide range of possibilities. For example calculation of the intersection with the ISO surface may be based on spline surfaces [22, 23]. This allows smooth approximation of the surface. Ray casting can be done interactively, even on the GPU of the graphics card, and it features automatic LOD. Similar to ray casting, ray tracing [24] can be implemented using recursive algorithms to trace rays on reflecting surfaces. But performance typically does not allow interactive rendering on desktop machines.
4 Signed distance fields

Signed distance fields are similar to volumetric data. The difference is that volume data sets consist of density values on discrete points in space, the voxel grid. These density values are unsigned. A SDF consists of shortest distance values from a voxel to a solid in space (the triangle mesh), and these distances can either be positive or negative, thus the values are signed. If the sign of the distance is negative, the voxel is located inside the solid, if it’s positive, the voxel is outside.

The main difficulty is to find the sign and the distance in an efficient way. The following sections give an in-depth understanding on how the distance and the sign are calculated. Then the mapping scheme from SDFs to volumetric data is described, which is quite simple but critical if high quality data is expected.

4.1 Signed distance function

From a formal point of view, a triangle mesh $M$ is an infinite set of points describing the surface of the mesh. The signed distance is measured with both a distance function $\text{dist}_M$ and a sign function $\text{sign}_M$. The combination of both is called the signed distance function $\text{sd}_M$. The distance function

$$\text{dist}_M(p) = \inf_{x \in M} ||x - p||$$

returns the distance from any point $p$ to the closest point $x$ on the mesh. Note that $\inf$ denotes the infimum, which is the greatest lower bound. The closest point $x$ might not be unique. The sign function clearly is:

$$\text{sign}_M(p) = \begin{cases} 
-1 & \text{if } p \text{ inside } M \\
+1 & \text{if } p \text{ outside } M 
\end{cases}$$

And the signed distance function is the product of both:

$$\text{sd}_M(p) = \text{sign}_M(p) \cdot \text{dist}_M(p)$$

Typically the euclidean distance $|| \cdot ||_2$ is used as metric, which leads to signed euclidean distance fields. These definitions don’t tell anything about generation the SDF in practice. Thus the next sections deal with the computational calculation of sign and distance that can be implemented in a program.

4.2 Distance calculation

In this section the calculation of the distance from an arbitrary point in space (a grid point) to the mesh is explained. To be more precise, this section describes how the distance from
a point to a single triangle is calculated. To find the smallest distance to the whole mesh, the distances to all triangles need to be calculated. Determining the smallest distance from a point to a triangle is not as easy as it sounds at first sight, especially if this needs to be done very fast.

Let us denote the point in space with $P \in \mathbb{R}^3$, and the three vertices of a triangle with $A, B, C \in \mathbb{R}^3$. Since every triangle has an implicit orientation, the points $A, B, C$ are specified counter clockwise. Let us further denote the three edges of a triangle as $E_1 = \overline{AB}$, $E_2 = \overline{BC}$ and $E_3 = \overline{CA}$, and the face of the triangle as $F$. It can be observed that there are three possible cases for the closest point $P_c$ on the triangle:

- $P_c$ could be a vertex $A, B, C$
- $P_c$ could be on an edge $E_i$
- $P_c$ could be inside the face $F$

We will denote every possible case as a feature of the triangle, thus the triangle has seven features, three vertices $A, B, C$, three edges $E_i$ and the face $F$ itself.

It would be much too expensive to calculate the closest point for every feature separately, calculate the distances to these points and select the closest one. A much better approach is to determine which case is applicable and calculate the distance only once. Two methods of calculating the distance from a point to a triangle have been implemented and compared by Mark W. Jones in [25]. The first method calculates the distance in 3D, the second one uses a transformation on the triangle and makes the problem 2D.

Firstly, inspection of the problem in 2D offers more mathematical possibilities to determine which of the above mentioned cases is applicable. Secondly, the 2D method is more efficient by a factor of 4 than the 3D method. This is basically caused by the number of square roots that need to be calculated in 3D. The 3D method needs four square root operations as opposed the one single, final square root for the 2D method. However, if the closest point on the triangle needs to be known, the 3D method seems to be more practical, because with the 2D method the resulting closest point is still in transformed space. This makes no difference for the distance, but the closest points of the two methods are different ones.

For the sake of distance calculation we are not interested in the closest point but only in the distance. Interestingly, even sign calculation with normals that directly rely on the closest point (or to be more precise, on the distance vector from $P$ to $P_c$) work with the 2D method with a small trick. This is described later on.

The next steps describe how to transform a triangle to 2D space, how to determine the closest feature on the triangle, and how to calculate the final distance from $P$ to the triangle.
4.2.1 Transformation to 2D space

A triangle is the only polygon that always lies on a plane. This makes it always possible to transform a triangle onto a plane which has a trivial mapping from 3D- to 2D-coordinates and vice versa. In this section the triangle will be transformed to the $yz$-plane of the coordinate system such that vertex $A$ lies on the origin, and vertices $B$ and $C$ lie somewhere in the $yz$-plane. The normal of the transformed triangle points along the negative $x$-axis.

Mark W. Jones proposed a method where $A$ lies on the origin, $B$ lies on the $z$-axis and $C$ lies in the $yz$-plane. Getting $B$ on the $z$-axis requires an additional rotation which costs extra time per triangle. But there is no need for this rotation since it has no effect on the distance calculation. For this reason my method differs a bit from that one Jones proposed.

![Figure 8: Triangles transformed to $yz$-plane with Jones’ and my method](image)

The first transformation that needs to be done is a translation of $A$ in the origin. For this reason homogeneous coordinates are used to enable translation via matrix multiplication.

$$
T_1 = \begin{pmatrix}
1 & 0 & 0 & -A_x \\
0 & 1 & 0 & -A_y \\
0 & 0 & 1 & -A_z \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

The second transformation, the rotation, is a bit more tricky. The rotation is done using a rotation vector. The rotation matrix $R$ around an arbitrary vector $v$ with $\alpha$ degrees is as follows:

$$
R = \begin{pmatrix}
\cos \alpha + v_y^2(1 - \cos \alpha) & v_yv_z(1 - \cos \alpha) - v_z \sin \alpha & v_xv_z(1 - \cos \alpha) + v_y \sin \alpha \\
v_yv_z(1 - \cos \alpha) + v_z \sin \alpha & \cos \alpha + v_x^2(1 - \cos \alpha) & v_yv_x(1 - \cos \alpha) - v_x \sin \alpha \\
v_zv_x(1 - \cos \alpha) - v_y \sin \alpha & v_zv_y(1 - \cos \alpha) + v_x \sin \alpha & \cos \alpha + v_z^2(1 - \cos \alpha)
\end{pmatrix}
$$

As rotation vector $v$ we use the cross product of the normal of the triangle and the normal of the triangle in its desired position. The normal $n$ of the triangle $ABC$ and the normal
\[ n = \frac{(B - A) \times (C - A)}{|| (B - A) \times (C - A) ||} \quad \hat{n} = \begin{pmatrix} -1 \\ 0 \\ 0 \end{pmatrix} \]

Now we get the rotation vector \( v \) as the cross product of both normals:

\[ v = n \times \hat{n} = (0, -n_z, n_y)^T \]

The values \( \cos \alpha \) and \( \sin \alpha \) that are used in the rotation matrix \( R \) are calculated with the law of cosines:

\[ \cos \alpha = \left( \frac{< n \ | \ \hat{n} >}{||n|| \cdot ||\hat{n}||} \right) = -n_x \]
\[ \sin \alpha = \sin(\acos(\cos \alpha)) = \sin(\acos(-n_x)) \]

The resulting transformation matrix \( T_2 \) arises by substituting \( v_x, v_y \) and \( v_z \) with \( 0, -n_z \) and \( n_y \) in the general rotation matrix \( R \):

\[
T_2 = \begin{pmatrix}
\cos \alpha & -n_y \sin \alpha & -n_z \sin \alpha & 0 \\
n_y \sin \alpha & \cos \alpha + n_z^2(1 - \cos \alpha) & -n_z n_y (1 - \cos \alpha) & 0 \\
n_z \sin \alpha & -n_z n_x (1 - \cos \alpha) & \cos \alpha + n_y^2(1 - \cos \alpha) & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

The vertices \( A, B, C \) can now be transformed with \( T_1 \) and \( T_2 \):

\[
\tilde{A} = T_2 T_1 \cdot A \\
\tilde{B} = T_2 T_1 \cdot B \\
\tilde{C} = T_2 T_1 \cdot C
\]

We define the \( z \)- and \( y \)-axis in 3D space as the new \( x \)- and \( y \)-axis in 2D space, and the coordinates \( a, b, c \in \mathbb{R}^2 \) of the triangle in 2D space can be trivially written as:

\[
a := (\tilde{A}_z, \tilde{A}_y)^T \\
b := (\tilde{B}_z, \tilde{B}_y)^T \\
c := (\tilde{C}_z, \tilde{C}_y)^T
\]

### 4.2.2 Feature determination

The feature determination is responsible for finding the closest feature (one of the vertices \( A, B, C \), one of the edges \( E_1, E_2, E_3 \) or the face \( F \) itself) from a point \( P \) in space. Since the 2D representation of the triangle is used to find that feature, the point \( P \) must also be transformed according to the triangle.

\[
\tilde{P} = T_2 T_1 \cdot P \\
p := (\tilde{P}_z, \tilde{P}_y)^T
\]
The point $P$ typically does not lie on the same plane as the triangle, this means that $\tilde{P}_x$ is usually not zero. By ignoring this $x$-value of $\tilde{P}$, $P$ is projected on the $yz$-plane, thus $p$ is just a projection of the real point. But $\tilde{P}_x$ has not been computed for nothing. In fact this is exactly the distance from $P$ to the triangle if and only if $F$ is the closest feature for $P$. This distance can be used later if $F$ has been exposed as the closest feature.

The determination of the closest feature is based on a tree of decisions whether $p$ is either right or left of the edges of the triangle. The three triangle edges are not enough for this task. For every edge two helper edges are introduced. These helper edges are right-angled on their corresponding triangle edge. See figure 10 for an illustration. All edges are expressed with a position vector (for every edge a corresponding triangle vertex can be found as position vector) and a direction vector. The direction vector of the triangle edges obviously is the difference of two vertices, e.g. $r_1 = b - a$ for $e_1$, the direction vector of the corresponding helper edges is e.g. $r_4 = r_5 = (r_{1y}, -r_{1x})^T$ for $e_4$ and $e_5$.

To determine whether $p$ is on the left or right of an edge $e$, a special equation, the edge equation, can be used. The edge equation $E_e : \mathbb{R}^2 \to \mathbb{R}$ for an edge $e$ through $(X, Y)$ with gradient $\frac{dY}{dX}$ is defined as follows:

$$E_e(p) = (p_x - X) \cdot dY - (p_y - Y) \cdot dX$$
4.2 Distance calculation

The meaning of a specific value of $E_e$ is not important here, only the sign of the result is expressive, because it determines if $p$ is left, right or directly on edge $e$:

$$E_e(p) < 0 \quad \text{if } p \text{ is left of } e$$
$$E_e(p) > 0 \quad \text{if } p \text{ is right of } e$$
$$E_e(p) = 0 \quad \text{if } p \text{ is on } e$$

This equation is evaluated for the edges in figure 10 according to the tree given in figure 12. This tree can be hardcoded, but this is a time-consuming task. It is much more comfortable to check for the specific features. For example if $p$ is left of $e_1$, $e_2$ and $e_3$, the closest feature is $F$. Or if $p$ is right of $e_4$ and left of $e_9$, the closest feature is $A$. This strategy may evaluate more equations until the feature is found, but evaluation is very fast and the code is much cleaner. The maximum number of edge equations that need to be evaluated is nine (the number of edges) instead of six evaluations when using the tree for determination.

If the closest feature has been determined, the final distance calculation can be done. This task is relatively simple because most of the work has already been done.

4.2.3 Final distance calculation

Depending on which feature is closest, the distance calculation is more or less an easy task. But there is one thing that needs to be mentioned when talking about distances. Most of the time a distance is calculated using the euclidean norm of a vector $v \in \mathbb{R}^3$, $||v||_2 = \sqrt{v_x^2 + v_y^2 + v_z^2}$. As mentioned before taking the square root of a value is an expensive operation. Typically one would calculate the quadratic distance in cases where it is possible to work with it, and take the square root after the work is done. In this case the quadratic distance norm $||v||_q := ||v||_2^2 = v_x^2 + v_y^2 + v_z^2$ is used. This optimization can always be applied if only comparison, multiplication and division are used with quadratic distances. All other arithmetic operations do not work!
**Face feature** $F$: The distance of this feature has already been calculated with the transformation of point $P$ to $\hat{P}$. With the projection of $\hat{P}$ to $p$ in 2D coordinates the $x$-value has just been ignored. This value is exactly the distance from $P$ to the triangle.

**Vertex feature** $A, B, C$: If one of the vertices has been determined as the closest feature, call it $X \in \{A, B, C\}$, the distance can be trivially calculated with $||P - X||_2$. Note that this is done in 3D-space.

**Edge feature** $E_i$: If an edge has been determined as the closest feature, the closest point on this edge still needs to be found. All calculations can be done in three dimensions with the original coordinates of $A, B, C$ and $P$ to get the most accurate result. The problem of finding the closest point $X$ on an edge $E$ for a point $P$ can be solved as follows:

Let us describe edge $E$ with a position vector $\vec{v}$ (one of the triangles vertices) and a direction vector $\vec{r}$ (the difference of the two corresponding vertices of the edge), $E = \vec{v} + \lambda \cdot \vec{r}$. A Hessian plane is constructed in point $P$ with $\vec{r}$ as perpendicular. This plane has equation $<\vec{r} | \vec{x}> = <\vec{r} | P >$. We substitute $\vec{x}$ with $E$ and get

$$<\vec{r} | \vec{v} + \lambda \cdot \vec{r}> = <\vec{r} | P > \iff \lambda = \frac{<\vec{r} | P - \vec{v}>}{<\vec{r} | \vec{r}>}$$

The point of intersection $X$ is calculated with substituting $\lambda$ in $E$:

$$X = \vec{v} + \frac{<\vec{r} | P - \vec{v}>}{<\vec{r} | \vec{r}>} \cdot \vec{r}$$

Lastly we can calculate the distance with $||P - X||_2$. Since $\vec{r}$ is typically as long as the whole edge of the triangle (because it has been calculated with subtraction of two triangle...
vertices), $\lambda \in [0, 1]$ should always hold. But in practice it does not. This may be caused by numeric instabilities during transformation of the triangle.

4.3 Sign calculation

The sign of a voxel indicates if a voxel is located inside or outside the solid. The calculation of the sign can be done in basically two different ways. Historically, scan conversion is used to determine the sign. How scan conversion works and what the benefits and drawbacks are, is described in section 4.3.1. Then another modern technique for this task is to use the normals of the model. In orientable, valid triangle meshes, these normals can always be generated. This is comprehensively presented in section 4.3.2. Another hybrid approach can sometimes be applied. This approach uses both, sign calculation with normals and sign propagation with scan conversion. Section 4.3.3 explains the details of this method.

4.3.1 Sign calculation with scan conversion

Scan conversion is an old and prevalent technique that can be used for many tasks. In this case it is used for voxel classification, whether a voxel is inside or outside the solid. Scan conversion is proposed by many authors to generate the sign of distance fields. The main idea behind this technique is to cast rays along each row of voxels along the $x$-axis. For each voxel where the rays have crossed the surface of the solid an uneven number of times, the voxel is classified as inside.

Of course, the choice of the axis along which rays are cast does not change the result. But it is preferable to use an axis where sequential voxels are tightly located into memory to reduce the caching time, or, if the grid is big, to avoid heavy swapping of data. For huge grids the order of iteration is very time critical.

Scan conversion can be implemented using a state boolean $inside$ that is initially set to $false$ for each row. For every row in the grid the algorithm marks the current voxel with the sign of the state boolean. Then the algorithm is advancing to the next voxel and determines how many intersections with the model happened. The state boolean is then swapped these many times and the new voxel is marked. This continues until all rows have been processed.

This sounds easy but the main questions are how to calculate the number of intersections between two voxels, and how to interpret situations when the ray crosses a vertex. The latter is illustrated in figure 13.

4.3.2 Sign calculation by using mesh normals

Another more obvious technique is to use the normals of the surface. If the closest point $P_c$ on the surface for a point $P$ in space has been found, the dot product of the normal and $P - P_c$ can be calculated. If both vectors point into the same direction, $P$ is clearly located
outside the solid, and the dot product has a positive sign. If \( P \) is located inside the solid, the dot product produces a negative sign and the vectors point in opposite directions.

The problem is that normals are not defined at vertices and edges, but these features may be to be closest to \( P \). An easy solution would be to take the normals of the incident faces, but unfortunately this does not work because it often appears that the distance to some triangles is the same (for example if a shared vertex is the closest feature), but the normals of these triangles will not produce the same sign.

What can be done is to approximate a pseudo normal for every feature of the triangles. For faces, the normals can easily be defined by calculating

\[
\mathbf{n} = \frac{(\mathbf{b} - \mathbf{a}) \times (\mathbf{c} - \mathbf{a})}{|| (\mathbf{b} - \mathbf{a}) \times (\mathbf{c} - \mathbf{a}) ||}.
\]

The normal of an edge is calculated in a straightforward fashion by taking the average of both incident face normals,

\[
\mathbf{n} = \frac{1}{2} \cdot (\mathbf{n}_a + \mathbf{n}_b),
\]

and in fact this works for sign calculation. But what if a vertex is the closest feature?

Several vertex normals have been defined and proposed in the literature, most of them are used to accomplish smooth vertex shading of models \cite{27}. For the sake of shading the precise direction of a vertex normal is not that much important as for sign calculation, because a slightly different normal produces only minimal variation in the lighting of the model. For voxel classification however, a slightly different normal may produce a series of erroneous classified voxels.

Two common vertex normals are presented now. Let \( f_i \) be the incident faces, and let \( a_i, b_i \) and \( c_i \) be the vertices of \( f_i \). Let \( n_i \) be the incident face normal, calculated by

\[
\mathbf{n}_i = \frac{(\mathbf{b}_i - \mathbf{a}_i) \times (\mathbf{c}_i - \mathbf{a}_i)}{|| (\mathbf{b}_i - \mathbf{a}_i) \times (\mathbf{c}_i - \mathbf{a}_i) ||}.
\]

**Sum of incident face normals:** The normalized sum of normalized, incident face normals \( n_i \) mentioned by Gouraud \cite{26} is the most obvious choice of a vertex normal. The normal \( n_s \) is simply calculated as follows:

\[
n_s = \frac{\sum n_i}{|| \sum n_i ||}.
\]
4.3 Sign calculation

**Sum of area-weighted face normals:** The normalized sum of area weighted face normal is an improvement but still very similar to the previous one. The difference is that the length of incident face normals corresponds to the area of their faces. This leads to slightly better results, especially if incident faces are subdivided. Since the cross product of two edge vectors of a triangle produces the area of the face, the vertex normal $n_w$ is calculated with

$$n_w = \frac{\sum_i (b_i - a_i) \times (c_i - a_i)}{\| \sum_i (b_i - a_i) \times (c_i - a_i) \|}$$

If normals are calculated while model data is read from file, this type of normal is as efficient to calculate as the previous one by adding the unnormalized face normal to the vertex normal instead of the normalized one.

The unpleasant truth is that tessellation variant normals, like the normals just presented, can never be used for voxel classification, because with changing tessellation these normals can come arbitrarily close to any incident face normal. See figure 14 how to change tessellation to break the first two normals $n_s$ and $n_w$, thus they are unusable for voxel classification. This mainly applies to all tessellation variant normals.

![Figure 14: Tessellation changes break simple pseudo normals](image)

The first picture in figure 14 shows the vertex normal which has been calculated using the sum of incident face normals. The normal easily breaks if one side of the pyramid is subdivided (second picture), because this side has now two contributions to the vertex normal. If the sum of area-weighted face normals is used (third picture) the problem can be solved, because the two contributions are halved. Again, with delicate tessellation changes, it is also possible to break this normal (forth picture). **Tessellation invariant** normals are those which do not break with changing tessellation.

**Largest inner product normal:** For this normal we define $r := P - P_c$ as the vector from the closest point on the mesh to the voxel. Huang et al. proposes to choose the incident face normal with the largest inner product [29]:

$$n_m, m = \argmax_i \| r \cdot n_i \|$$
Obviously the normal is only valid for volume data generation and cannot be used for shading. Unfortunately there is a counter example that Huang’s normal does not work and produces erroneous classified voxels in some cases [31].

Aanæs and Bærentzen propose the *angle weighted pseudo-normal* [27, 28] as their choice of pseudo-normal [30, 31]. In [31, 32] they prove that their choice is correct and the dot product \( <r \mid n> \) is always positive if and only if the voxel is located outside the solid. (Note that \( r \) is the vector from the closest point on the mesh to \( P \), \( r = P - P_c \)). Additionally, the angle weighted pseudo-normal (AWPN for short) can be used for vertex shading of models as opposed to Huang’s choice of normal. Also, the AWPN is easy and efficient to calculate and has simple notation.

**Angle weighted pseudo-normal:** For a vertex \( v \) with incident face normals \( n_i \) and angle \( \alpha_i \) between the vertex-incident arms of the triangle, the AWPN \( n_\alpha \) for \( v \) is calculated with:

\[
    n_\alpha = \frac{\sum \alpha_i n_i}{\| \sum \alpha_i n_i \|}
\]

For the sake of voxel classification the length of \( n_\alpha \) is not important, and we can get rid of the normalization and simply write \( n_\alpha = \sum \alpha_i n_i \). The concept of the AWPN generalizes to face and edge normals, but they do not differ from the usual calculation. The face normal can be noted with

\[
    n_\alpha = \frac{2\pi n_1}{\|2\pi n_1\|} = \frac{n_1}{\|n_1\|}
\]

and the edge normal with two incident faces \( f_1, f_2 \) with normals \( n_1, n_2 \) is noted in the following way:

\[
    n_\alpha = \frac{\pi n_1 + \pi n_2}{\|\pi n_1 + \pi n_2\|} = \frac{n_1 + n_2}{\|n_1 + n_2\|}
\]

The values \( \pi \) and \( 2\pi \) stand for \( 180^\circ \) and \( 360^\circ \) respectively. The issue is illustrated in figure 15.

![Figure 15: Calculation of the angle weighted pseudo-normal for vertex, edge and face](image)
If one of the vertices is determined as closest feature, say it is \( X \in \{A, B, C\} \), the sign of \( \langle r \mid n \rangle = \langle P - X \mid n \rangle \) tells whether \( P \) is located inside or outside. The situation is the same if one of the edges \( E_i \) is determined as closest feature, and \( X \) is the closest point on \( E_i \). But if the face \( F \) is the closest feature no explicit closest point \( P_c \) has been calculated so far, because the distance is already given by \( \hat{P}_x \), the \( x \)-component of the transformed grid point. Interestingly \( P_c \) does not need to be calculated. In fact it does not matter what the closest point \( P_c \) is as long as it is located somewhere on the plane that is spanned with the triangle. For example one can use \( P_c = C + B - A \) or \( P_c = \frac{1}{3}(A + B + C) \), but for the sake of simplicity \( P_c = A \) is always used.

Since the sign calculation depends on normal information, the classification of a voxel is very sensitive about faulty normals. The most noticeable errors in the calculation of the signed distance field are those which spring from wrongly classified voxels, thus from faulty normal calculations. For example the normal between a non-2-manifold triangle constellation may be undefined (zero vector normal) or even point into a direction with no semantic meaning. Consider figure 16 that illustrates the problem.

![Figure 16: Undefined normal (left) and semanticless normal (right)](image)

Surprisingly, non-2-manifold meshes are not a problem for voxel classification with normals because the involved vertex or edge between the manifolds is never used for sign calculation if the vertex normal is undefined. Another problem are zero-area faces, which either produce zero-length normals, or, even worse, NaN values which propagate in memory and may destroy the whole calculation of the distance field. This is because all operations on a NaN value lead to another NaN value. For this reason zero-area faces need to be detected and eliminated from the calculation. NaN values can be detected if the comparison of a variable \( x \) with itself does not match, e.g. if \( x \neq x \) is true.

### 4.3.3 Hybrid technique

A hybrid technique for voxel classification uses both, classification with surface normals and scan conversion to propagate the sign. The hybrid approach inherits advantages of
both methods, the simplicity and efficiency of sign determination with normals, and the easy and efficient propagation scheme of scan conversion. The difficulties of the pure scan conversion (counting intersections and interpreting vertex intersections) are omitted.

The hybrid approach can only be used if a specific part of the distance field is computed. For example this happens with distance transforms, which are described in section 5.4. To transform distances throughout the SDF, the SDF needs to be initialized with distance values in the vicinity of the surface. For these distance values the sign is also calculated. Since distance transforms only calculate new distances for uninitialized voxels, the sign is not propagated, but this can easily be done in advance.

Like with scan conversion, the algorithm works in row-order. For every row along the \( x \)-axis, a state boolean \textit{inside} is initialized to \textit{false}. This state boolean is assigned to the current voxel of the row if it has not been initialized yet. If the current voxel is already initialized, the sign of that voxel is assigned to the state boolean, and the algorithm advances to the next voxel. Since all voxels around the model’s surface are initialized, the sign is changed in these regions, and then propagated to the subsequent, uninitialized voxels. Figure 17 illustrates this in two dimensions.

![Figure 17: Sign propagation with a scan conversion variant](image)

To calculate the distance in the shell of the surface, grid-aligned bounding boxes around each triangle are typically used, because these bounding boxes are easy to find. Then the distance and sign for each voxel inside this bounding box to the corresponding triangle is calculated.

Correct snapping of the bounding box is important as figured in 18. For the case that the minimum or maximum vertex of the triangle bounding box already lies exactly on a grid point, the snapping strategy needs to select the next grid point in question to prevent erroneous classified voxels (because for a zero-distance the sign is undefined). This can be done with a tricky rounding strategy.

Imagine an example: The \( \text{min} \) vertex of the triangle bounding box is \( \text{min} = (2.5, 3.0, 1.3)^T \). The correct snapping would be \( \text{MIN} = (2, 2, 1)^T \). Note that 3.0 does not snap to 3 in
this example, and simply taking the floor value of each component does not work. Instead taking the ceil value of the component minus one does the job.

\[
MIN = \begin{pmatrix}
\lceil \text{min}_x \rceil - 1 \\
\lceil \text{min}_y \rceil - 1 \\
\lceil \text{min}_z \rceil - 1
\end{pmatrix} \quad MAX = \begin{pmatrix}
\lceil \text{max}_x \rceil + 1 \\
\lceil \text{max}_y \rceil + 1 \\
\lceil \text{max}_z \rceil + 1
\end{pmatrix}
\]

Figure 18: Grid snapping of triangle bounding boxes (in 2D)

### 4.4 Signed distance mapping

All techniques have been discussed for signed distance fields so far but volumetric data is expected in the end. The SDF contains distances which may be either positive or negative, whereas the volume has density values for each voxel, and these density values are always positive. The mapping from the SDF to a resulting volume is described here. Even though the mapping scheme is simple, a well considered parametrization is important to produce high quality data.

The mapping is defined per voxel, SDF and the volume have the same dimensions. Obviously, a voxel that is located inside the solid should become a high density voxel and voxels outside the solid should become lower density voxels. Voxels that have zero-distance to the surface become voxels with surface density. This is illustrated in figure 19.

Parameters to the mapping scheme are the surface density and the distance interval. The surface density is the density value that is assigned to voxels that have zero-distance in the SDF. Ideally this value is half of the maximum density value. The distance interval is the range of values (typically around zero) that is mapped to the range of available density values. Distance values outside the distance interval must be tailored since available density values are limited.

Algorithms that visualize volumes typically interpolate values between the voxels to find the desired ISO surface. This requires that enough values are available between neighbored
vo 1cels to produce accurate and smooth surfaces. If the distance interval was chosen too large, the density values are sparsely distributed over the volume and between neighboring voxels only few density values are located. This leads to blocky ISO surfaces especially for big, linear faces with adversarial slope. If the distance value is chosen too small, only ISO surfacing can be done because all density information is pooled around the ISO surface of the model, and ISO values different from the surface density may be very close to the surface density.

If a minimum of \( n \) density values between voxels is desired, and \( t_{\text{max}} \) is the maximum value of the data type (e.g. 256 for \texttt{UCHAR}), the distance interval should not be greater than \( \frac{t_{\text{max}}}{2n} \cdot \min(d_x, d_y, d_z) \) units. The distance interval should never be smaller than twice the distance between diagonal voxels, \( 2 \cdot \sqrt{d_x^2 + d_y^2 + d_z^2} \). Note that if \( d_x, d_y \) and \( d_z \) specify the distance ratio between voxels, the values do not correspond to distances. In addition if the surface density is not centered, the minimal distance interval should even be greater.

Figure 20 shows a pyramid with different mapping parameters. The first image uses a big distance range, the second one uses a much smaller one and the third one additionally uses a different rounding strategy.

The mapping needs to be defined for each data type that is used for the density values. Common data types are \texttt{UCHAR} and \texttt{USHORT}. Also \texttt{FLOAT} can be used, but certainly this is not a good choice for volumetric data. \texttt{FLOAT} should rather be used for representing SDFs directly. The mapping calculation is exemplary presented for \texttt{UCHAR}, but other data types are analogous.

Parameters for the calculation are \( d_i \), the distance interval, and \( s_d \), the surface density. The specification converts the distance value \( \text{val} \) to a density value.

```c
/* Calculate density */
int density = (int)(roundf((val * 256.0f / \( d_i \)) + \( s_d \));
/* Tailor to data type capabilities */
density = min(255, max(0, density));
```
5 Computation schemes for SDFs

In this section various schemes for computing complete euclidean distance fields are presented. The most obvious scheme is discussed in section 5.1, the Brute Force method. Section 5.2 tries to speed up the Brute Force with hierarchical organizations of the triangles. Another very interesting approach is to use the mesh characteristics, which is sketchily presented in section 5.3.

The term euclidean distance fields correlates to SDFs where every voxel has accurate euclidean distance to the solid. This is true if the Brute Force, the hierarchical methods and the mesh characteristics are used for distance calculations; these methods do not introduce errors. The distance transforms, that are discussed in section 5.4, only approximately calculate euclidean distances to the mesh, but the advantage is very short computation time.

5.1 Brute Force

The disadvantage of the Brute Force method is obvious. The computation time is very high because for every voxel it calculates the distance to all triangles. Imagine a mesh with one million triangles (like the Stanford Dragon) and a grid size of 128 × 128 × 128. With a Brute Force the computer calculates the distance from every voxel (128³ voxels) to every triangle, which makes a total of 2,097,152,000,000 ≈ 2.1 · 10¹² distance calculations, this will approximately take 30 hours on a desktop machine. A higher resolution grid with 256 × 256 × 256 voxels will take about ten days for the same model. The timings are estimations for an AMD Athlon™ 64 Processor 3700+ with all optimizations enabled.

The complexity of this approach clearly is \( O(M \cdot N) \), with \( M \) the number of voxels and \( N \) the number of triangles of the mesh.

On the other hand the Brute Force method has also a few advantages. First, the Brute Force is a very simple method. Implementation is not that time-consuming and straight...
forward. Second, the Brute Force calculates an accurate euclidean distance field without errors. If high precision is required throughout the whole SDF, the Brute Force is a good method. The runtime of a naive Brute Force implementation can be drastically reduced if some optimizations are introduced.

5.1.1 Optimizations

The problem is that the computational complexity of the Brute Force is so high, and the need to accelerate the computation arises. Three areas of acceleration can be identified:

- reducing the number of voxels for which the distance has to be computed,
- making the distance calculation as efficient as possible,
- reducing the number of triangles which the distance has to be computed with.

Since a complete SDF is required, it is not possible to reduce the number of voxels for which the distance has to be computed. But in order to display the ISO surface only, a complete distance field is not required, and it is enough to calculate distances in a shell around the model. This idea is further examined in section 5.3 about distance transforms.

Two optimizations are presented in order to make the distance calculation as efficient as possible. A third optimization reduces the number of triangles whose distance has to be computed. This is done by identifying and skipping triangles that cannot be closest to a given voxel.

① **Choice of the major loop:** A naive approach would be to iterate over all voxels, calculate the distance to each triangle and choose the smallest one. But since the distance to a triangle is computed in 2D, each triangle needs to be transformed with matrix multiplication. Even though the creation of the transformation matrix is fast, it is much more efficient to iterate over all triangles, calculate the matrix once for each triangle and then transform every voxel and calculate the distances. This prevents the transformation matrix from being calculated over and over again or rather eliminates the need for a matrix cache.

② **Calculate with quadratic distances:** As mentioned before in this document, it is always possible to use quadratic distances and omit the square root for each distance. Since taking the square root is a very expensive operation, this optimization speeds up the calculation for about 20%. Using squared distances works for this approach, because only distance comparisons are performed in order to find the smallest distance. If the quadratic-euclidean distance field has been calculated, square-rooting the values can be part of the mapping to volumetric data as final step.
Skip triangles out of question: Most of the triangles are far away from the current voxel whereas others are much closer. These triangles can be identified, but they cannot be skipped without further examination. The objective is to carry out a minimum of calculation upon these triangles and immediately reject it if it is out of question. The method how to do this is simple: Just after transforming the voxel to 2D space, $\tilde{P}_x$ is the minimal possible distance to the triangle. If this distance is greater or equal than the distance that has already been calculated for that voxel, the triangle can immediately be rejected. The region check and the final distance and sign computation can be omitted. This optimization gives a huge performance boost of about 30-40% and typically about $\frac{2}{3}$ of the distance calculations are early aborted. This optimization is an important one, because the main problem with the Brute Force is its global nature. This optimization makes the Brute Force a bit more local, and the higher the number of voxels and triangles, the bigger the gain.

The optimizations have been compared to each other. Instead of disabling all optimizations and comparing the timings with each of the optimizations enabled, I think it is more interesting to see how the optimizations speed up the computation with the other optimizations enabled. For this reason each of the optimizations is enabled one after another. The first optimization is not disabled, because it’s more like a concept than an optimization that can easily be turned off, and recalculating the transformation matrices over and over again does not make sense. The total speed-up with all optimizations enabled is about 40-50% compared to a naive implementation.

The first series of tests was done with a remeshed version of the bunny model with 26 394 triangles, 13 199 vertices and a $64 \times 64 \times 64$ voxel grid.

<table>
<thead>
<tr>
<th>Optimizations</th>
<th>Distance calculations</th>
<th>Early aborted DCs</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>①, ②, ③</td>
<td>6 919 028 731</td>
<td>4 173 846 397</td>
<td>363 secs</td>
</tr>
<tr>
<td>①, ②</td>
<td>6 919 028 731</td>
<td>0</td>
<td>540 secs</td>
</tr>
<tr>
<td>①</td>
<td>6 919 028 731</td>
<td>0</td>
<td>683 secs</td>
</tr>
</tbody>
</table>

The next series of tests was done with a remeshed version of the dragon model with 78 219 triangles, 39 168 vertices and a $64 \times 64 \times 64$ voxel grid.

<table>
<thead>
<tr>
<th>Optimizations</th>
<th>Distance calculations</th>
<th>Early aborted DCs</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>①, ②, ③</td>
<td>20 504 641 536</td>
<td>12 043 306 166</td>
<td>1103 secs</td>
</tr>
<tr>
<td>①, ②</td>
<td>20 504 641 536</td>
<td>0</td>
<td>1607 secs</td>
</tr>
<tr>
<td>①</td>
<td>20 504 641 536</td>
<td>0</td>
<td>2036 secs</td>
</tr>
</tbody>
</table>

5.2 Hierarchical approaches

Hierarchical approaches can speed up the computation of the SDF because the hierarchy allows logarithmic access to the triangles. Thus the complexity for calculating a SDF reduces from $O(N \cdot M)$ to $O(N \cdot \log M)$ with $N$ the number of voxels and $M$ the number
of triangles. But building these hierarchies is far from being obvious. Instead of organizing points in 3D space with regular octrees, triangles need to be organized and it typically happens that many of the triangles need to be part of more than one cell if an octree is used for organization.

Payne and Toga propose a basic approach for organizing and calculating distances to triangles in a hierarchy [35]. They utilize the data coherency of the mesh by storing the triangles in a tree of bounding boxes. With these bounding boxes it is possible to calculate, from a fixed point in space, the smallest and the greatest possible distance for all triangles inside a bounding box. If a box has been found with its smallest distance being greater than the greatest distance of another box, this box can be pruned with all its children.

For the sake of redistancing for set level methods, Strain uses a quadtree (in two dimensions) with distance information in the nodes [36]. This special quadtree, namely the distance tree, uses concentric triples as splitting criterion for the leafs. The correctness of his approach relies on the distances in the nodes being calculated with the max-norm distance function $|D_\infty|$, because the square tree cells are spheres in the max-norm.

Another recent approach is the Meshsweeper algorithm by Guéziec [37]. The algorithm uses a multi-resolution hierarchy of bounding volumes generated by geometric simplification of the polygonal mesh. As the mesh refines, the accuracy of the closest point increases until the true closest point is found. The refinement process can be interrupted at any time, providing an approximation to the distance with both an upper and lower bound. Also, the algorithm is dynamic and exploits coherence between subsequent queries.

![Figure 21: Meshsweeper: Distances from a curve to the mesh, taken from [37]](image)

Generally speaking the use of hierarchies can accelerate the calculation of a complete, accurate SDF. But the implementation of such an organization is not easy and takes up a lot of memory. Additionally, initialization of the hierarchy takes some time and queries
are also computationally expensive. It turns out that a hierarchy is profitable only if the mesh contains a lot of triangles. The higher the number of triangles in the hierarchy, the bigger is the gain — and also the memory needed for the hierarchy.

### 5.3 Exploiting mesh characteristics

Mesh characteristics are a very interesting method for calculating an accurate SDF up to a certain distance. The influence of a triangle becomes local if distances only up to a certain value $d$ are required. Mauch et al. presented their Characteristics/Scan-Conversion (CSC) algorithm [38] that computes the signed distance field for triangle meshes up to a given distance $d$. Relying on the connectivity of the triangle mesh, a special kind of polyhedra serves as bounding volumes for Voronoi cells. These polyhedra are much easier to compute than, and are known to contain the Voronoi cells.

Faces become 3-sided prisms ("towers") that are built up orthogonally to the faces, these towers contain the faces and extend to both sides of the mesh. Edges also become 3-sided prisms ("wedges") filling the space between the towers. Wedges contain the edges and extend to only one side of the mesh. Vertices become $n$-sided cones, filling the space left by towers and wedges and also extend only to one side of the mesh. These three types are illustrated in figure 22.

![Figure 22: Tower of height 2d (left), wedge (center) and cone (right) of height d](image)

Edges of the mesh can be either classified as convex, concave or planar. Accordingly, vertices can be classified as convex, concave, planar or saddle. For saddle vertices, the polyhedron is no longer a cone but has a more complex shape.

These characteristics contain all points that are closest to their respective feature up to a certain distance, and the characteristics are similar to truncated Voronoi regions. The distance from all voxels within a characteristic to the generating feature can easily be calculated then. As a bonus, the sign does not need to be calculated for every voxel, because the sign is homogeneous for each characteristic (if towers are split into an inner and outer part). Unfortunately the characteristics need to be made to overlap slightly to avoid missing grid points. In some situations overlapping characteristics do not have the
same sign. The sign of the characteristic with the closer feature is used then. To find the
voxels inside a characteristic, scan conversion is typically used.

Recently a characteristics scan conversion algorithm was proposed by Sigg et al. in [33].
They use the graphics hardware to do the scan conversion but slicing of the characteristics
is still done on the CPU. Another approach from Sud et al. also involves hardware accel-
eration. They claim that their method [39] is about two orders of magnitude faster than a
software implementation.

Figure 23: Generalized Voronoi cells (left) and DF within a wedge (right), taken from [33]

5.4 Distance Transforms

Distance Transforms aim to produce a complete euclidean distance field in very short time.
Since distance transforms do not compute an accurate distance field, it is sometimes called
a quasi-euclidean distance field. Typically some parts of the SDF are initialized, either
with sign classification using scan conversion, or with true distances in the vicinity of the
surface.

The former method using a sign classification as initialization is called binary segmentation.
This is done in order to locate the zero-distance surface. Since only a binary decision is
made at each voxel, the result is only a crude approximation of the real surface and
typically looks blocky. In the latter method, distances are calculated in a shell around the
surface with any of the direct methods that has been discussed. These distances are then
used as initialization. Since the zero-distance surface is created with accurate distance
measurement, this approach has subvoxel accuracy. This leads to much smoother surface
reconstructions.
If \( p \) is a voxel, initialization \( I \) with the binary classification is accomplished using:

\[
I(p) = \begin{cases} 
-\infty & \text{if } p \text{ is interior} \\
+\infty & \text{if } p \text{ is exterior}
\end{cases}
\]

If \( p \) is a voxel, subvoxel accuracy is initialized with:

\[
I(p) = \begin{cases} 
\text{sd}_M(p) & \text{if } p \text{ is in the shell} \\
-\infty & \text{if } p \text{ is interior, not in shell} \\
+\infty & \text{if } p \text{ is exterior, not in shell}
\end{cases}
\]

Typically the biggest/smallest possible value that can be stored without inconvenience is used as \( +\infty/-\infty \). It is even better to separate the sign and the distance, because distance transforms are naturally working with unsigned distances. Starting from this initialization, the distance values are then propagated throughout the whole SDF with a distance transform until all voxels have reasonable distances set. Since distances far away from the surface are not calculated with a direct method, errors are introduced. These errors need to be evaluated and compared in order to make statements about the quality of the method.

Distance transforms, or \( DT \) for short, can be classified according to how the distance of uninitialized voxels is being estimated, and how the distance is being propagated over the SDF. Techniques for distance estimation are:

- **Chamfer DTs** or **CDTs**. The new distance of a voxel is calculated from distances of neighbored voxels in a defined neighborhood plus a mask constant.

- **Vector DTs** or **VDTs**. Every voxel that has been processed contains a vector to the nearest surface point. The vectors of unprocessed voxels are calculated from voxels in a defined neighborhood plus a constant vector from a mask (**vector template**). The distance is then calculated from the stored vectors.

- **Eikonal solvers**. The distance of a voxel is computed by a first or second order estimator from the distances of its neighbors. This type is not further discussed.

CDTs are fast but suffer from poor accuracy. VDTs take much more memory but errors are marginal. Schemes for propagating the distance are:

- **Sweeping scheme**. The propagation starts in one corner of the SDF and ends in the opposite corner, typically as simple as a loop over the data. Several passes are required, typically one or more forward and backward passes.

- **Wavefront scheme**. The propagation starts at the zero-distance surface of the SDF and proceeds towards all directions with increasing distance until all voxels are processed.

Implementation effort is much bigger in wavefront schemes, but wavefront schemes can easily be interrupted if the desired maximum distance has been reached.
5.4.1 Chamfer DTs

Chamfer distance transforms were first introduced by Borgefors in [40]. Advantages of the CDT are that the computation of the quasi-euclidean DF is very fast and takes no additional memory because the CDT directly works on the SDF data. The algorithm works as follows:

For every new voxel that has been selected using one of the propagation schemes, a mask is centered over that voxel. Then the smallest distance of all voxels covered by the mask plus their corresponding mask constant is used as the new distance value. If no neighboring voxel plus its mask constant is smaller than the current voxel, no change is made because the mask constant for the current voxel is zero. Computation with quadratic distances is not possible because addition is carried out upon the distances.

For example very simple masks are the $3 \times 3 \times 3$ city-block and chessboard masks, more accurate masks are the quasi-euclidean and the complete $3 \times 3 \times 3$ masks, illustrated in figure 24. The green mask components are used in forward pass, and the yellow ones are used in the backward pass.

![CDT Masks: (a) City-block; (b) Chessboard; (c) Quasi-euclidean; (d) Complete](image)

In [40] Borgefors originally proposed a distance transform in two dimensions with integer values only and distances 3 and 4 are used instead of 1 and $\sqrt{2}$ as approximation for mask c and $z = 0$ in figure 24. Later in [41] Borgefors introduced a $5 \times 5$ matrix for distance estimation. A complete $5 \times 5 \times 5$ matrix in three dimensions is illustrated in figure 24. Some elements are left blank in order to prevent recalculations for already calculated distances.

The main problem with CDTs is that they suffer from poor accuracy. E.g. with the city-block mask, a far away voxel has (quasi) the same distance as accurately calculated
with the $\| \cdot \|_\infty$-norm. This is often not acceptable and the complete $3 \times 3 \times 3$ masks delivers much better results. The distance of a far away voxel calculated with a complete mask is the length of the shortest path that is constructed out of horizontal, vertical and diagonal elements between the voxels. This path is always longer than the real euclidean distance, and CDTs mainly produce positive errors. This is called overestimation. With the complete $5 \times 5 \times 5$ mask, also diagonal elements over two voxels are accepted. This leads to better approximations, and in fact: The bigger the mask the better the approximation. But masks bigger than $5 \times 5 \times 5$ lead to very long computation times, the time constant correlate to the number of elements in the mask ($3^3 = 27$; $5^3 = 125$; $7^3 = 343$; ...).

In \[42\] Svensson and Borgefors introduced a weighted CDT in order to reduce overestimation of the distances. This is done by assigning different weights to the steps, depending on the neighborhood relation between the voxels in the path. Figure \ref{fig:cdt-mask} shows the errors that happen under rotation with a $3 \times 3 \times 3$ and a $5 \times 5 \times 5$ mask.

### 5.4.2 Vector DTs

The Vector DTs are similar to the Chamfer DTs. But in contrast to CDTs for each distance that is calculated in the shell of the surface, a vector pointing to the closest point on the surface is also stored. Unprocessed voxels are then calculated from neighboring voxels plus a constant vector from the template, instead of using distances directly. The distance of a voxel is calculated from the vector. During the transform it is possible and much more efficient to use quadratic distances, as only comparisons are carried out.

Vector distance transforms were first proposed by Danielsson in 1980, two years before the CDT was introduced by Borgefors. In his paper \[43\] he proposed the four-point sequential Euclidean distance mapping algorithm, 4SED, and the more accurate but slower eight-point sequential Euclidean distance mapping, 8SED. The numeral denotes the number of neighbors used in a $3 \times 3$ matrix. Further he pointed out the worst case errors for 4SED and 8SED. Many papers and algorithms based on Danielsson’s work have been published with the aim to reduce the errors.

Ye \[47\] and Leymarie and Levine \[48\] extended the algorithm to use signed vectors, the SSED algorithms. 1992 Mullikin extended the SSED algorithm to three dimensions devel-
oping the efficient vector distance transform (EVDT) \cite{44}, one of the most accurate VDTs in three dimensions with six passes reported in literature. It is shown that it is not possible to use less than four inspections for 3D images with a sweeping scheme \cite{49}. Breen et al. developed a wavefront version of a VDT \cite{50, 51}.

![Figure 26: Forward and backward pass of Mullikin’s EVDT](image)

Initially Mullikin developed EVDT to maintain only two slices, the current and the previous slice of the vector field, to reduce the memory requirements. But an alternative implementation with a full vector grid has shown that using a limited number of vector slices introduces a large number of errors compared to those implementations that use a full vector grid. This is because during the backward pass the wrong feature voxels are selected as closest. The average error of a voxel is 0.48% in contrast to 0.08% with a full vector grid implementation \cite{45}. (This comparison is based on the UNC CThead data set.)

Satherley and Jones developed the vector-city vector distance transform (VCVDT) in 2001. Their approach \cite{45} exists in a four-pass and an eight-pass variant. They claim that their four-pass variant outperforms Mullikin’s EVDT with full vector grid in both, execution time (about 50% faster) and accuracy (about 10% smaller average error per voxel). The eight-pass variant takes about twice the time of the four-pass variant to execute and the gain in accuracy leads to 8% smaller average error per voxel.

![Figure 27: Four-pass and eight-pass templates of the VCVDT](image)
Since the sweeping scheme of vector based DTs is not that obvious, it is briefly explained here: First, the coordinate system is a bit different from the system that is used in OpenGL. The origin of the system is located in the upper left back corner. The $x$-axis runs to the right, the $y$-axis runs to the front, the $z$-axis runs to the bottom. This is illustrated in figure 28. Then for each pass, all masks are first applied to every $z$-level-plane. For example the mask $F1$ is applied to the $z$-level-plane by iterating over the row along $x$, then proceeding to the next row by incrementing the $y$-coordinate. If $F1$ has been applied to the $z$-plane, $F2$ is applied then. $F2$ is applied from the opposite corner of the plane as indicated by the three arrows near the mask in figure 28. Then the algorithm proceeds with the next $z$-plane. The backward pass is applied similarly, beginning with the last $z$-level-plane proceeding to the first.

5.4.3 Comparisons

In this section the different distance transforms are compared to each other and to an accurate data set generated with a Brute Force implementation. The methods that are compared are the (four-pass) Vector-City Vector DT (VCVDT), the Efficient Vector DT (EVDT) with full vector grid and the Chamfer DT with complete $3 \times 3 \times 3, 5 \times 5 \times 5$ and $7 \times 7 \times 7$ masks. Three different data sets have been used for comparison, created from a sphere model, the Stanford Bunny and the Stanford Dragon. The models are pictured in figure 29.
Table 1 presents the comparison for the sphere data set. The sphere model contains 20,480 faces and the generation of this data set took 4,017 seconds with the Brute Force method. The Vector DTs took less than a second, the Chamfer DTs took a few seconds, especially those with bigger masks.

<table>
<thead>
<tr>
<th>Method</th>
<th>Distance range</th>
<th>Error range</th>
<th>Avg. error per voxel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>Brute Force</td>
<td>-0.141537</td>
<td>0.712578</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>CDT 3 × 3 × 3</td>
<td>-0.141567</td>
<td>0.712578</td>
<td>-0.00871976</td>
</tr>
<tr>
<td>CDT 5 × 5 × 5</td>
<td>-0.141567</td>
<td>0.712578</td>
<td>-0.0405547</td>
</tr>
<tr>
<td>CDT 7 × 7 × 7</td>
<td>-0.141567</td>
<td>0.712578</td>
<td>-0.0227544</td>
</tr>
<tr>
<td>EVDT</td>
<td>-0.141565</td>
<td>0.712675</td>
<td>-0.00242539</td>
</tr>
<tr>
<td>VCVDT</td>
<td>-0.141565</td>
<td>0.712675</td>
<td>-0.00242539</td>
</tr>
</tbody>
</table>

Table 1: Comparison of DTs. Dataset: Sphere SDF, 128 × 128 × 128

Table 2 presents the comparison for the bunny data set. The bunny model contains 26,394 faces and the generation of this data set took 5,012 seconds with the Brute Force method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Distance range</th>
<th>Error range</th>
<th>Avg. error per voxel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>Brute Force</td>
<td>-0.0235327</td>
<td>0.813534</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>CDT 3 × 3 × 3</td>
<td>-0.0244095</td>
<td>0.889875</td>
<td>-0.00988752</td>
</tr>
<tr>
<td>CDT 5 × 5 × 5</td>
<td>-0.0244095</td>
<td>0.831956</td>
<td>-0.00988752</td>
</tr>
<tr>
<td>CDT 7 × 7 × 7</td>
<td>-0.0244095</td>
<td>0.817409</td>
<td>-0.00988752</td>
</tr>
<tr>
<td>EVDT</td>
<td>-0.0239957</td>
<td>0.813534</td>
<td>-0.001412430</td>
</tr>
<tr>
<td>VCVDT</td>
<td>-0.0239957</td>
<td>0.813534</td>
<td>-0.001412430</td>
</tr>
</tbody>
</table>

Table 2: Comparison of DTs. Dataset: Bunny SDF, 128 × 128 × 128

Table 3 presents the comparison for the dragon data set. The dragon model contains 67,980 faces and the generation of this data set took 12,012 seconds with the Brute Force method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Distance range</th>
<th>Error range</th>
<th>Avg. error per voxel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>Brute Force</td>
<td>-0.00549662</td>
<td>0.635325</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>CDT 3 × 3 × 3</td>
<td>-0.00549662</td>
<td>0.709336</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>CDT 5 × 5 × 5</td>
<td>-0.00549662</td>
<td>0.656531</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>CDT 7 × 7 × 7</td>
<td>-0.00549662</td>
<td>0.640696</td>
<td>-0.00000000</td>
</tr>
<tr>
<td>EVDT</td>
<td>-0.00549662</td>
<td>0.635674</td>
<td>-0.00000012</td>
</tr>
<tr>
<td>VCVDT</td>
<td>-0.00549662</td>
<td>0.635674</td>
<td>-0.00000012</td>
</tr>
</tbody>
</table>

Table 3: Comparison of DTs. Dataset: Dragon SDF, 128 × 128 × 128
6 A tool for volume generation

This section gives a very short overview of a tool for volume data generation. This tool was created as a result of surveying calculation techniques for SDFs and volumetric data for this bachelor thesis. It can be downloaded from my homepage\footnote{http://www.student.informatik.tu-darmstadt.de/~sf1017/} at Darmstadt University of Technology.

An arbitrary mesh in OFF model format can be loaded from file, models in other formats can be converted, e.g. with MeshLab. Also the triangle quality, the average valence of vertices and the number of unreferenced vertices in the chosen mesh can be calculated. The model viewer can display the model interactively with various visual settings.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{tool.png}
\caption{The tool for volume data generation: Volume customization}
\end{figure}

The resulting volumes generated with the tool are customizable. The tool offers possibilities to choose the grid size (dimension of the grid) and the border around the mesh. This border should probably be chosen according to the distance range which is described below.

The tool can generate the SDF with different algorithms. One of the algorithms is a Brute Force approach. This is a relatively simple algorithm that requires the following amount of memory to execute, where \( len \) is the size of the grid, \( tsize \) is the size of the chosen data
type and \( msize \) is the size of the model:

\[
mem_{BF} = msize + len \cdot (4 + tsize) \text{ bytes}
\]

The implemented Brute Force method has all optimizations enabled that are discussed in section \( 5.1.1 \).

The tool also supports Distance Transforms, namely CDTs and VDTs. The Champfer DTs exist in three mask sizes, \( 3 \times 3 \times 3 \), \( 5 \times 5 \times 5 \) and \( 7 \times 7 \times 7 \) masks. The memory requirements are the same as for the Brute Force because the CDTs directly work on the SDF data.

\[
mem_{CDT} = msize + len \cdot (4 + tsize) \text{ bytes}
\]

Figure 31: The tool for volume data generation: Algorithm selection

Two Vector DTs with high accuracy has been implemented. First, there is the Efficient VDT (EVDT) from Mullikin and the Vector-City VDT (VCVDT) from Satherley and Jones. The memory requirements are relatively high because float vectors are propagated. Anyway, data sets up to \( 256 \times 256 \times 256 \) should even work on cheap, up to date desktop PCs.

\[
mem_{VDT} = msize + len \cdot (4 + 12 + tsize) \text{ bytes}
\]

The tool is capable of generating data sets in different formats. These formats are UCHAR, USHORT and FLOAT. The FLOAT data type is a bit different from volume data, it represents the SDF directly. Thus the resulting data set also contains negative values for voxels inside the solid. The tool can easily be extended with additional data types if necessary.
Another very important setting is the distance range that heavily affects the quality of the resulting data set, especially for small data types like UCHAR. The distance range defines the range of distances that are mapped to the destination data type, as illustrated in figure 19 and 32. The smaller the range, the better the quality of ISO surfaces, but the smaller the range that a model can shrink or grow in size. More detailed information can be found in section 4.4. The border around the mesh should be adapted in order to prevent the ISO surface from being capped by the margins of the grid if the volume is rendered with a very low ISO value. If this is an issue, the grid border should have at least the same size as the distance range.

Yet another setting is the surface density value. Changing this value should be done with care. Typically the surface density is located in the middle of the data type interval, e.g. 127 for UCHAR, but this setting can be adjusted for special purposes such as morphing. If the surface density is located in the middle of the interval, the distance range \( dr \) extends to both sides of the model surface with \( dr/2 \). If the surface density is changed, the distance range does not extend equally to both sides.

![Figure 32: Two mappings, \( dr = 1 \) (left and right), surface density changed (right)](image)

After customizing the desired volume, the conversion progress can be started. Depending on the model, the grid size and the algorithm, this may take from a second up to several hours. Typically VDTs are preferable and the conversion should be very fast. Note that CDTs are not that fast because complete masks are used, especially if big neighborhoods are considered. The Brute Force should be avoided as long as the mesh and the grid are small. The conversion progress can be canceled at any time. The progress is pictured in figure 33.

After the conversion is completed, the volume is visualized with a very simple method which draws a point for each voxel greater than a desired ISO value. More important, the volume can be saved to file. The format is simply RAW, all values are linearly stored in binary. Because the program stores binary values, problems with big endian and little endian encodings of the platform system may occur. Additionaly, a header file is created. The specification of this header file is proposed in section 3.1.
Figure 33: The tool for volume data generation: Conversion progress

Figure 34: The tool for volume data generation: Result ready to save
7 Results

The images in this sections are visualized with Thomas Kalbe’s tool for volume visualization. The volumes are ISO-surfaced with techniques described in [22, 23] to create a smooth approximation of the surface.

The following volumes was generated with the Brute Force method and with complete Chamfer masks of size $3 \times 3 \times 3$, $5 \times 5 \times 5$ and $7 \times 7 \times 7$. The volume was ISO-surfaced at a very low density level to see the errors that accrue with the Chamfer masks. The grid contains $128 \times 128 \times 128$ voxels with USHORT values.

Figure 35: Distant ISO surfaces: Brute Force, CDT $3 \times 3 \times 3$, $5 \times 5 \times 5$, $7 \times 7 \times 7$
The next sets of images show the Stanford Bunny and the Stanford Dragon. The volumes are created with the Vector-city Vector Distance Transform on a grid with $128 \times 128 \times 128$ voxels and USHORT values.

Figure 36: The Stanford Bunny at ISO values 6400, 19200, 32768 and 56320
Figure 37: The Stanford Dragon at ISO 6400, 28160, 32768, 35560, 44800 and 51200
Figure 38: The Stanford Dragon’s back and tail with very smooth curvature
Figure 39: A model called "Red Spherical Box" from http://shapes.aimatshape.net
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